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Reinforcement learning agents normally learn a specific task based on a
pre-defined reward function. However, sometimes an agent may be given the
opportunity to gain experience in a domain prior to being given a specific task.
In these cases, intrinsic motivation can be used to enable the agent to learn a
useful model of the environment.

Previous work by two of our team members presented the texplore with
Variance-And-Novelty-Intrinsic-Rewards algorithm (texplore-vanir), an in-
trinsically motivated model-based reinforcement learning algorithm [1, 2]. The
algorithm learns a model of the transition dynamics of a domain and then cal-
culates two different intrinsic motivations from this model. The first intrinsic
motivation is to explore where the model is uncertain, while the second is to
acquire novel experiences that the model has not yet been trained upon. The
combination of these intrinsic rewards enables texplore-vanir to learn an
accurate model of a domain with no external rewards.

In our Open Challenge demo, we will overview texplore-vanir and show
videos of using texplore-vanir to allow a Nao to learn the transition dynamics
of a simple environment (shown in Figure 1). We are currently exploring the use
of texplore-vanir to learn behavior to approach the ball, so we may discuss
this as well.

Figure 1: Environment for our
experiments.
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